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Abstract

The rates of photochemical reactions in the atmosphere depend on the optical properties and lifetimes of clouds. These are critically affected
by the process of droplet freezing, because ice crystals can grow to large sizes at the expense of the metastable supercooled droplets, thereby
initiating graupel formation and precipitation. The large evacuable and coolable aerosol chamber AIDA at Forschungszentrum Karlsruhe has been
used to generate supercooled clouds under controlled conditions. Homogeneous freezing was detected below−35.5◦C, and nucleation ratesJ(T)
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were measured to about−37 C. They vary between∼10 cm s at the highest and∼10 cm s at the lowest temperature, although
temperature dependence of the nucleation rate is not very well constrained by the measurements. The results agree within the co
limits with recent literature data. Homogeneous ice nucleation, which sets a lower limit to cloud freezing temperatures when other
mechanisms are inefficient in the atmosphere, is important in deep convective systems and in cirrus.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The lifetimes of trace gases in the atmosphere depend either
directly or indirectly (via removal by OH radicals) on photo-
chemistry[1]. Aerosol particles affect the rates of photochemical
reactions in the atmosphere directly by scattering and absorp-
tion of solar radiation[2]. Significantly stronger is the effect of
changing cloudiness on photochemical rates[3,4]. The atten-
uation of solar radiation by clouds depends on their lifetimes
which decrease when supercooled clouds glaciate, because ice
particles grow rapidly at the expense of the supercooled cloud
droplets due to a significant difference in vapour pressures
(Bergeron–Findeisen process[5]). This initiates rainfall from
otherwise non-precipitating clouds. While glaciation at temper-
atures above about−35◦C can only be triggered by seeding a
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cloud with ice particles from above, or by heterogeneous
nucleation which can be triggered within the cloud by a s
sub-set of aerosol particles (so-called ice nuclei) via a nu
of different mechanisms[6], homogeneous freezing of clo
droplets is dominant in deep convective systems with st
updrafts and concomitantly high cooling rates and in ci
[7–9].

Classical nucleation theory and its application to hom
neous freezing of supercooled water clouds have been rev
by Pruppacher[10], and more recently by Koop[11]. Prup-
pacher’s parameterisation of the ice nucleation rate in s
cooled water has been modified by Huang and Bartell[12] and
by Jeffery and Austin[13] to include experimental data ove
wider temperature range. In spite of its fundamental import
in convective systems[14], homogeneous ice nucleation rate
supercooled droplets are hard to determine accurately and
good precision, making it very difficult to test nucleation th
ries. Molecular dynamics simulations, although computation
extremely demanding when applied to the strongly hydro
bonded water system[15], have fostered our understanding
the homogeneous freezing process while shedding some
on the validity of classical nucleation theory. For example
1010-6030/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.jphotochem.2005.08.026
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validity of bulk properties like surface tension to evaluate the
energetics of the critical nucleus is highly questionable.

Until recently it has been generally accepted that the prob-
ability of homogeneous ice nucleation is proportional to the
volume, i.e. to the third power of the diameter of the super-
cooled droplet which freezes. However, Tabazadeh et al. argue
that ice nucleation occurs preferentially at the air–water inter-
face, at least for very small droplets with large surface/volume
ratios, thereby yielding a freezing probability proportional to the
diameter squared[16]. Evidence in support of this assumption
comes from molecular dynamics simulations of extremely small
supercooled SeF6 droplets which were found to nucleate pref-
erentially at or near the droplet surface[17]. However, recent
homogeneous freezing experiments with pure water droplets of
much larger sizes which were levitated in a Paul trap clearly
indicate that the freezing rate scales with the third power of the
droplet diameter, at least for droplets larger than 8�m, and most
likely also for smaller ones[18]. Evidence in favour of either
surface or volume induced ice nucleation in airborne water drops
has also been discussed by Koop in his recent review[11].

Here we report homogeneous nucleation ratesJ(T), based on
three experiments in artificial supercooled water clouds which
were generated and cooled below the homogeneous freezing
threshold of about−35.5◦C by slow expansions of a humid
sulphuric acid aerosol in a large evacuable simulation chamber.
Cooling rates were not constant due to the isothermal chamber
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resolution of 1 s using a tuneable DFB (distributed feedback)
diode laser which scans across a suitable rovibrational line of an
overtone transition in the wavelength regime 1368–1371 nm, as
described in detail elsewhere[21]. The sensitivity is enhanced
by a White mirror arrangement which provides an optical path
length of 82 m inside the chamber. The estimated uncertainty of
the TDL system is±5%. Note that the system is only sensitive to
interstitial water vapour. Water in condensed phases is measured
simultaneously with an FTIR spectrometer (Bruker, IFS 66v)
in combination with another White mirror arrangement which
provides optical path lengths up to 254.3 m in the chamber.
Extinction spectra in the range 800–6000 cm−1 were recorded
once every 10 s and analysed using Mie theory with recently
determined complex refractive indices of supercooled water[22]
to retrieve the volume densities and droplet diameters in the
chamber, and to identify the ice phase when formed. Total water
is measured ex situ with a high precision frost point hygrom-
eter (MBW, model 373, option LX) which is connected with
the chamber via a heated sampling tube to evaporate droplets
and small ice crystals. Aerosol number concentrations and size
distributions are measured with a condensation particle counter
(TSI CNC 3010) and a low temperature differential mobility
particle sizer (DMPS)[23], while size distributions of cloud
droplets are measured with a time resolution of 3 s with an opti-
cal particle counter (WELAS, Palas GmbH) which was operated
under chamber conditions (cf.Fig. 1) at a flow rate of 5 l min−1.
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alls – in contrast to an earlier cloud chamber study by De
nd Rogers who used a temperature programmed cold sh
imulate adiabatic expansion cooling[19] – but varied betwee
K min−1 and less than 0.2 K min−1. This corresponds to ve

ical velocities between 8 and 0.3 m s−1 in clear air. The resul
re critically evaluated and compared with other experime
ata and recommended parameterisations of the nucleatio

. Experimental

Experiments were carried out in the large aerosol cha
IDA (“Aerosol Interactions and Dynamics in the Atmospher
f Forschungszentrum Karlsruhe[20]. It is a cylindrical alu
inium vessel, wall thickness 20 mm, inner diameter 4 m,
me 84 m3, which can be evacuated to ca. 1 Pa with two la
echanical pumps. The vessel is mounted vertically in a

ontainment which isolates the chamber from the surroun
aboratory platforms, as shown schematically inFig. 1. It can
e operated by evaporating either a refrigerant from a chill
ccess temperatures in the range +40 to−35◦C, or liquid nitro-
en from a tank lorry when temperatures in the range−35 to
90◦C are required. Different heat exchangers are used for

efrigerants. The air in the containment is forced through
eat exchangers by powerful blowers and circulates aroun
luminium vessel to homogenise the temperature of the c
er walls. The air inside the aluminium vessel is continuo
ixed with a ventilator. Deviations from the mean air tem
ture which is routinely monitored with nine calibrated sen
Fig. 1) rarely exceed±0.3◦C during experiments.

The following instruments are relevant for the experim
escribed below: water vapour is measured in situ with a
to
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ELAS uses a high pressure Xenon arc lamp to illuminate
haped mask which is imaged perpendicular to the particle
nto the measuring volume. A photomultiplier detects the l
hich is scattered into an angle of 90± 12◦. Its field-of-view is
ordered by another T-shaped mask, thereby defining a d

ion volume in the shape of two stacked cubes of different
reas. Pulse shape analysis is used to discriminate betwee

icles P1 that pass entirely through the base area 280× 280�m2

f the smaller cube, particles P2 that pass through the u
arger cube but not through the lower smaller cube, and
articles P3 that pass through the upper cube and along th
er of the lower smaller cube. All particles P1 are counted
article counts P2 are rejected, while intermediate cases P
sed for a correction. Thereby it is possible to measure p
le size and number practically without border-zone-error.
nstrument had been carefully calibrated in a preceding s
Benz et al., to be published) to accurately resolve cloud dr
iameters in the range 0.5–48�m in 31 logarithmically space
hannels. It is important to note that the optical particle cou
nables us to identify and count ice particles which are pres
ixed cloud with reasonable accuracy. This is possible bec
omogeneously frozen cloud particles rapidly grow to m

arger sizes than those of supercooled cloud droplets d
he Bergeron–Findeisen process. However, WELAS canno
lassify ice crystals perfectly because theapparent size of an

ce crystal which is probed by the instrument is ambiguou
epends on the accidental orientation of the crystals in the d

ion volume, in contrast to perfectly spherical cloud drop
herefore a significant but unknown fraction of the ice crys
annot be detected under mixed cloud conditions because
pparent sizes remain below the ice detection threshold w
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Fig. 1. Schematic view of the AIDA chamber in the thermostated containment. Only instruments used in this work are shown.

is set by the narrow size distribution of the supercooled cloud
droplets. It is also not proven that all ice particles with appar-
ent sizes exceeding the upper bound of 48�m of the WELAS
instrument are correctly attributed to the largest size bin.

Before starting the series of three experiments, the chamber
was cooled to a temperature slightly below 0◦C, evacuated, and
flushed several times with synthetic air. A predetermined amount
of distilled water was then evaporated into the evacuated cham-
ber which was subsequently brought to ambient pressure with
particle-free synthetic air. The aluminium walls were internally
coated with ice by slowly reducing the temperature over night
to 243 K. On the following day sulphuric acid aerosol (median
diameter at a concentration of 34 wt.% sulphuric acid: 200 nm,
dispersionσ = 2.3) was admixed to the chamber as described
elsewhere[24].

The number density of the sulphuric acid aerosol decreased
by dilution from 360# cm−3 before the first experiment to
180# cm−3 before the last experiment. Note that these number
densities are only a factor of two to three larger than in the clean
upper troposphere[25,26], and can be significantly exceeded
in some deep convective cloud systems, especially those form-
ing over continents which can possess droplet number densities
exceeding 800# cm−3 [14]. In spite of the ice-coated chamber
walls the saturation ratioSi with respect to ice remains less than
unity under static conditions. This is due to a number of internal
heat sources (ventilator, heated sampling lines and optical mir-
r ir
t alls

at
∼ 43 K
T atur

was continuously lowered by operating the AIDA vessel as a
moderate expansion chamber[24]. Expansion cooling was initi-
ated by starting the mechanical pump(s), establishing exhaustion
rates of 3 m3 min−1 (experiment nos. 1 and 2) and 5 m3 min−1

(experiment no. 3). Thereby the relative humidity was increased
until the air became saturated with respect to liquid water, and a
cold cloud was formed. The supercooled cloud droplets eventu-
ally started to freeze upon further cooling. Note that the cooling
rate at constant pumping speed,Fig. 2, rapidly starts to deviate
from the cooling rate of an adiabatically rising air parcel in the
atmosphere which approximately obeys the adiabatic equation
when latent heat release by condensation or freezing is negligi-
ble(

d lnT

d lnp

)
adiabatic

=
(

R

cp

)
air

≈ 2

7
(1)

The deviation from (1) is mainly due to diabatic heating by the
isothermal walls. The heat flux from the walls into the well-
mixed chamber air is proportional to the temperature difference
�T = Twall − Tgasacross a laminary boundary layer at the walls,
mean thickness varying from several cm before to less than 1 cm
during pumping. This diabatic heating effect sets a limit to the
maximum�T which can be achieved in the AIDA chamber:
effective cooling rates decrease continuously from initially 3 to
5 K min−1 immediately after starting one or both vacuum pumps,
cf. Fig. 2, equivalent to 5–8 m s−1 updrafts in clear air.

n the
t of a
s y the
fi ter,
a gain
ors) which sustain a difference of up to 1.5◦C between the a
emperature and the mean temperature of the ice-coated w

Two experiments were started at∼1000 hPa, and one
800 hPa, at a constant air temperature of approximately 2
o activate the sulphuric acid aerosol particles, the temper
.

.
e

We illustrate the experimental procedure by focussing o
ime interval embracing the start of pumping, the formation
upercooled water cloud, the freezing threshold marked b
rst detection of ice particles with the optical particle coun
nd the moment when the relative humidity starts to drop a
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Fig. 2. Upper panel: pressure (solid line) and temperature (dashed line) pro-
files corresponding to an exhaustion rate of 3 m3 min−1. Vertical lines mark the
formation of a supercooled liquid water cloud and the onset of homogeneous
freezing, i.e. first detection of ice crystals by the optical particle counter. Lower
panel: cooling rate (dT/dt) during and after the expansion.

below 100% due to the Bergeron–Findeisen process. We also
switch from timet, which is the independent variable inFig. 2,
to air temperatureT as the new independent variable inFig. 3
(note that both variables are related one-to-one in the time inter-
val of interest via the temperature profile shown inFig. 2). This
has the advantage that we can calculate the variation of the sat-
uration ratioSi with respect to ice. TheT-dependence of the
saturation pressure over iceesi is given to a very good approxima-
tion by the integrated approximate Clausius–Clapeyron equation
[27]. A lower limit of Si can be derived if we assume that the
water vapour mixing ratio in the chamber air remains constant,
neglecting the fact that the isothermal walls are internally coated
with an ice film which can evaporate during the expansion pro-
cess. In the absence of such a wall source theT-dependence
of the saturation ratioSi(T) with respect to ice would be
given by

Si(T ) = e(Tstart)

esi(Tstart)

p(T )

p(Tstart)
exp

(
+�Hi

R

(
1

T
− 1

Tstart

))
(2)

wheree denotes water vapour pressure andp denotes total pres-
sure. The enthalpy of sublimation,�Hi = 50.989 kJ mol−1, was
taken from the parameterisation of the vapour pressureesi(T)

Fig. 3. Evolution of the saturation. RatioSi during an expansion experiment,
starting with a sulphuric acid particle number density of 240# cm−3. The signif-
icance of the dash-dotted and dashed lines are explained in the text. First arrow:
formation of a supercooled water cloud; second arrow: onset of ice nucleation;
third arrow: stop of pumping close to ice saturation att = 400 s, cf.Fig. 4.

over ice by Marti and Mauersberger[28] who found that�Hi

is constant between 170 and 250 K. However, since evapora-
tion of ice from the isothermal chamber wallsdoes occur and
has the tendency to restore the partial pressureesi(Twall) in the
chamber during expansions, thetrue partial pressuree(T) in the
chamber should be somewhat larger than the lower limit given
by Eq.(2). An upper limit is obtained by settinge(T) = e(Tstart)
during expansions, i.e. assuming ultra-fast evaporation of water
vapour from the ice-coated isothermal walls, maintaining a con-
stant partial pressure throughout the chamber. In that case the
factorp(T)/p(Tstart) in Eq. (2) can be dropped. The actual time
evolution of the saturation ratioSi in the ice-coated chamber,
circles inFig. 3, lies between these two extremes, dash-dotted
and dashed lines.

The solid line inFig. 3 represents 100% relative humidity
with respect to supercooled water. Here it is expressed in terms
of the saturation ratioSi with respect to ice, or more precisely in
terms of the ratio between the saturation pressures over super-
cooled water and ice,esw/esi, at the same temperature. Since
bothesw andesi are not accurately known below about−20◦C
[29] we have chosen to normalise the supercooled water line to
the vapour pressure of ice using the following equation:

esw

esi
= exp

(
−�Gfreez

RT

)
(3)

where�G is the free enthalpy of freezing.�G has been
d lar
h od
a

hes
t ment
( he
f ater
s 13a
i satu-
r DL
freez freez
erived by Speedy[30] from earlier measurements of mo
eat capacitiescp(T) of supercooled water which are in go
greement with more recent work[31,32].

When the ratioSi(T) measured with the TDL system reac
he water saturation line during an expansion cooling experi
first arrow inFig. 3), a supercooled water cloud is formed. T
act that the experimental data do not briefly overshoot the w
aturation line (as predicted by model calculations, cf. Fig.
n [8]) but scatter systematically somewhat below the water
ation line is attributed to the combined uncertainties of the T
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system, the vapour pressure over supercooled water[29], and the
free enthalpy of freezing[30]. Cloud formation is confirmed by
the optical particle counter which detects droplets with median
diameters increasing rapidly from less than 1�m to about 6�m
(mass median diameter about 8�m). The first ice crystals are
detected below a freezing threshold of about 237 K which is
marked by the second arrow inFig. 3. The growth of super-
cooled cloud droplets has also been retrieved from the FTIR
spectra which confirm the onset of ice nucleation at about 237 K
[22]. During the existence of large supercooled water droplets
the experimentally determined saturation ratioSi(T) follows the
water saturation line, Eq.(3), within the experimental uncer-
tainty of the TDL system. This trend continues in the mixed
cloud regime until cloud droplets are either frozen or have lost
enough water by the Bergeron–Findeisen mechanism to become
interstitial sulphuric acid particles again. A pure ice cloud with
interstitial sulphuric acid aerosol particles has developed after
the third arrow.

3. Results

It was the purpose of this work to retrieve homogeneous ice
nucleation rates of supercooled water droplets from accurate
time-resolved measurements of temperature, interstitial water
vapour, supercooled cloud droplet number densities and size dis-
tributions, as well as ice particle number densities, in expansion
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Fig. 4. Upper panel: original record of the WELAS optical particle sizer. Each
dot marks a particle count in one of the 31 logarithmically spaced channels; note
that ice particles with effective diameters exceeding 48�m are attributed to the
largest size bin. Lower panel: colour coded size distributions vs. experimental
time. The vertical lines enclose the time interval in which nucleation rates were
analysed.

Our measurements pertain to ice nucleation in dilute sul-
phuric acid droplets rather than in pure water, since the super-
cooled cloud was formed by activating sulphuric acid particles
via expansion cooling. However, as can be seen inFig. 5 the

Fig. 5. Time evolution of cloud droplet number median diameters. Filled cir-
cles: determined with optical particle sizer WELAS; open symbols: diameters
retrieved from FTIR spectra. Arrows have the same meaning as inFig. 2.
ooling experiments. The cooling rates at the time of fr
ng varied between 0.7 K min−1 (experiment nos. 1 and 2) a
.2 K min−1 (experiment no. 3), which corresponds to updr

n clear air of 1.2 and 3.7 m s−1, respectively. A typical recor
f the WELAS optical particle counter is shown inFig. 4. Ver-

ical bars enclose the time interval in which nucleation r
ere analysed. The horizontal bar denotes the threshold
hich particles are counted as ice crystals. The characte

ime needed by a just frozen medium-sized droplet to gro
00% relative humidity to a size which exceeds the thresho

ts identification as an ice particle amounted to about 7 s (e
ment nos. 1 and 2), or 6 s (experiment no. 3)[33]. Note that in
he experiment shown inFig. 4 (upper panel) a small numb
f particles exceeded the threshold before freezing onset.

mpurities, which were due to incomplete removal of seed
icles from a preceding experiment, amounted to less tha
f the final ice particle count and were therefore neglected

Ice crystals which grow to large sizes by the Berger
indeisen process may be lost by sedimentation. The magn
f this loss was assessed by comparing the number den
f sulphuric acid particles before and after expansion co
xperiments: experiment no. 1 started with a number dens
60# cm−3, which should drop to 288# cm−3 by dilution only.
owever, before the next expansion was started about 3.5 h

he particle number density was only 275# cm−3. This sets a
pper limit of 13 ice crystals cm−3 lost by sedimentation i
xperiment no. 1 if all other losses were negligible. Since
ime interval during which nucleation rates were measured
ical bars inFig. 4) is short compared with the time during wh
ce crystals had time to grow and settle, we have made no
ections for sedimenting ice crystals.
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Fig. 6. Filled circles: number densitiesni of ice particles which were identified
by the optical particle sizer WELAS during cloud freezing. Note that all data
points were shifted 7 s to the left to account for the delayed detection of ice
crystals by WELAS. Thick solid line: fit of the function (5) to the data points.
Also shown is the fraction of frozen droplets, thin line, which increased to ca.
20% in this experiment.

freezing droplets were nearly two orders of magnitude larger
than the sulphuric acid seed particles on which they were grown.
A simple calculation shows that the sulphuric acid content of the
supercooled cloud droplets was about 0.0015 wt.%, i.e. the water
activity at the time of freezing was unity to a very good approxi-
mation. This issue will be resumed at the end of Section4. Note
the good agreement between droplet median diameters which
were determined by two completely independent methods (siz-
ing by the optical particle counter WELAS; analysis of FTIR
spectra using Mie theory[22]), which lends credibility to the
determined sizes and median volumes of the supercooled cloud
droplets.

The following data analysis rests on the assumption that
homogeneous ice nucleation is volume rather than surface-
dominated. This is supported by recent results of Duft and
Leisner[18], although these authors could not definitely exclude
a notable contribution of surface nucleation to the homogeneous
freezing of cloud droplets with diameters less than 8�m which
is about the mass median diameter of the freezing droplets in
our experiments.

Fig. 6focuses on the time interval between freezing threshold
and the termination of significant droplet freezing which is due
to the Bergeron–Findeisen process: the number density of ice
particlesni(t) in the size range assigned to ice particles by the
WELAS instrument first increases smoothly, then levels off at
an ice particle number density which is about a factor of 2.5 less
t z-
i )
r tive
h
H ate
c the
h sma
f has
b ppe
t

Fig. 7. Filled circles: derivative (dni/dt)t directly obtained from data points in
Fig. 6, as explained in the text. Solid line: derivative (dni/dt)t of the fit function
(5), represented by the solid line inFig. 6.

Nucleation ratesJ(t) at each time step (orJ(T) at the corre-
sponding temperatures) could be derived from the rates of new
ice particle formation, the remaining number densitiesnliq of
cloud droplets, and their mass median volumesν(t) using the
following definition of the volume-dominated nucleation rate
[19]:

J =
(

dni

dt

)
t

1

v(t)nliq
(4)

Derivatives (dni/dt)t of the datani(t) in Fig. 6were obtained at
each time step directly from the data pointsni using the data
evaluation software IDL (Research Systems Inc., Boulder, CO,
Version 6.1). This software fits a parabola to each set of three
adjacent data points and calculates its derivative at the mid point.
The obtained derivatives (filled circles) are shown inFig. 7.
These data are then combined with the known median volumes
ν(t) and the number densitiesnliq = ntot − ni to calculate nucle-
ation ratesJ(T) for each time step.

The logarithms of the obtained nucleation rates, corrected for
the known systematic errors (see below) are plotted versus the
temperature inFig. 8. Also shown are several parameterisations
of the nucleation rateJ(T) as well as some experimental data
from the literature, for comparison. For clarity we did not include
the nucleation rate data of Krämer et al.[34] in the plot because
they overlap our own data points, following very closely the
p ange
2

n en-
d -
fi ered
b mber
d ence
o met-
r large
a d
i fact
han the number densitynliq of the cloud droplets before free
ng onset. The total number densityntot = ni + nliq (not shown
emains constant when corrected for dilution until the rela
umidity drops below 100% (between arrows 2 and 3 inFig. 3).
ereafter the increasing sub-saturation with respect to w
auses the remaining cloud droplets to evaporate before
ave a chance to freeze, which is the reason why only a

raction of ntot is converted to ice. The same phenomenon
een observed in homogeneously freezing clouds in the u

roposphere[25,26].
r
y
ll

r

arameterisation of Jeffery and Austin in the temperature r
36.1–237.3 K[13].

The results of this work are summarised inTable 1. We do
ot report the functionsJ(T) because the temperature dep
ences of the measured nucleation rates, (d lnJ/dT), are not suf
ciently well defined in the narrow temperature range cov
y our measurements, mainly because the ice crystal nu
ensitiesni cannot be accurately determined in the pres
f supercooled cloud droplets which have rotationally sym
ic phase functions. This problem is underscored by the
nd diverging vertical error bars inFig. 8, which are discusse

n Section4. Another consequence of this problem is the
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Table 1
Representative nucleation rates and fractional ice particle yields obtained in this work

Experiment no. Cooling rate and total
pressure at time of freezing

Evaluated temperature
interval (K)

“Best” nucleation rates
logJ(T) (J in cm−3 s−1)

Fractional ice
particle yields (%)

1 0.7 K min−1; 850 hPa 237.2–236.3 7.49± 0.28 atT = 236.6 K 18
2 0.7 K min−1; 850 hPa 237.2–236.4 7.27± 0.25 atT = 236.7 K 20
3 2.3 K min−1; 690 hPa 237.5–236.1 8.16± 0.24 atT = 236.6 K 68

The uncertainty ranges of the logJ data include known systematic errors, but exclude uncertainties ofTgas andν(t), see the discussion in Section4. Note that the
pumps were started at 1000 hPa in experiment nos. 1 and 2, but at 800 hPa in experiment no. 3.

Fig. 8. Filled symbols: nucleation ratesJ(T), this work, including corrections
for all known systematic uncertainties, error bars shown for one experiment
only. Thick solid line: parameterisation of the nucleation rate by Pruppacher
[10] and adopted by Koop et al.[35] in their parameterisation ofJ(T,a), as
explained in text; thin solid line: parameterisation proposed by Jeffery and Austin
[13]; dash-dotted line: parameterisation based on measurements in clouds by
Heymsfield and Miloshevich (H & M)[26]; large open circles: cloud chamber
study by DeMott and Rogers[19]; dashed line with error range (thin dashed
lines): levitated droplet measurements by Stöckel et al.[36]; open star: levitated
droplet measurement by Duft and Leisner[18]. Short dashed line in lower left
corner: emulsified droplet measurements of Taborek[37].

that experiments no. 1 and 2 with similar exhaustion rates o
3 m3 min−1 yield similar nucleation ratesJ(T), while experiment
no. 3 with an exhaustion rate of 5 m3 min−1 yields a significantly
larger nucleation rate and a different temperature dependenc
which nearly coincides with the parameterisation of Pruppache
[10]. Table 1lists “representative” nucleation ratesJ(T), one
for each experiment. They are reported for those temperature
where the corresponding error bars (Fig. 8) are minimal. We also
report fractional ice particle yields, defined as the number of ice
particles formed per number of droplets available at freezing
onset, which depend on the cooling rate at the time of freezing

4. Discussion of systematic and random errors

A very important butunknown systematic error results from
the temperature measurements which are fundamental to a
nucleation rate determinations, irrespective of the experimen
tal method. We estimate that the calibration error of our gas
temperature sensors does not exceed±0.3 K. This range, which
is the same for all data from the AIDA chamber experiments, is

shown by the horizontal error bars inFig. 8. Due to the strong
temperature dependence of the nucleation rate this error alone
makes the obtained nucleation ratesJ(T) uncertain by a factor
of 3 in both directions. Another systematic error arises from the
delayed detection of newly frozen ice particles with the optical
particle sizer. As outlined in the first paragraph of Section3, it
takes about 7 s until a just frozen droplet can be identified as
an ice particle by the WELAS instrument. This systematic error
was accounted for by shifting all data inFig. 8 systematically
to warmer temperatures by 0.08 K for experiment nos. 1 and 2,
and by 0.23 K for experiment no. 3, although thisincreases the
discrepancy between the nucleation rates obtained at low and
high cooling rates.

We argue that the nucleation rate derived from experiment
no. 3 should be given less weight in comparison with experiment
nos. 1 and 2, for the following reasons:

• All measurements ofTgasare routinely corrected for the time
constant of the temperature sensors, approximately 3 s. The
correction is usually small, but becomes substantial for the
large cooling rate in experiment no. 3, which may have caused
an error of a few tenths of a Kelvin.

• In experiment nos. 1 and 2 the mass median diameters of the
freezing droplets changed slowly and thus could be easily
tracked by the optical particle counter during the main icing
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phase of about 60 s. This phase was compressed to on
in experiment no. 3, and the mass median diameter cha
from 9 to less than 2�m within 10 s.

Small timing errors of the rapidly changing mass med
iameters result in large uncertainties ofν(t), which translat

nto large uncertainties of the nucleation rateJ(T) via Eq.(4).
A subtle systematic error which affects all experime

qually arises from random fluctuations of the air tempera
uring expansion cooling events. These fluctuations are d

urbulent mixing, driven by updrafts close to the chamber w
hich act as a heat sources, and subsidence in the centre

he air would cool adiabatically in the absence of turbulent
ng. Fig. 9 shows typical temperature fluctuations which w

easured with an ultra fast NTC thermistor during an expan
vent, about 1 m away from the chamber walls. By wei

ng the frequency of occurrence of the amplitudes�T with the
ucleation rateJ(T) we have derived a “weighted mean gas t
erature” which is 0.05 K colder than the measured mean

emperature. This small correction is also included in the re
hown inFig. 8.
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Fig. 9. Temperature fluctuations during an expansion cooling experiment mea-
sured with an ultra fast temperature sensor.

The vertical error bars inFig. 8 (only shown for experiment
no. 2 for clarity) represent overall statistical uncertainties of the
dynamic rate measurements. They were estimated as follows:
in a first step we fit a smooth functionP(t) × ntot through the
data pointsni(t) in Fig. 6, as described in the next paragraph.
The derivative of this function yields the bell-shaped solid line
in Fig. 7. In a second step we evaluate the deviations of the indi-
vidual data points from the bell-shaped curve. These deviations
are then used to estimate relative uncertainties of the experimen
tally determined derivatives (dni/dt)t. The combination of these
uncertainties with the statistical uncertainties of the median vol-
umesν(t) and number densitiesnliq of the liquid droplets via Eq.
(4) yields the vertical error bars inFig. 8.

The function fitted to our data points inFig. 7was constrained
by considering the probabilityP(t) thatni droplets out of a total
numberntot = ni + nliq of particles have frozen until timet. This
probability is given by

P(t) =
(

nice

ntot

)
t

= 1 − exp

(
−

∫ t

t0

v(t)[J(t) dt]

)

= 1 − exp

(
−

∫ T

T0

1

γ
v(T )b[J(T )]c dT

)
(5)

Integration starts at timet0 = 0, temperatureT0 above freez-
ing threshold;ν(t) is the time-dependent median volume of the
s ea-
s en
f t
c the
p
a nge
c
r ange
t e
e ot
p S
i dis
c d th
fi e-

ment. The derivative of the fit function yields the bell-shaped
curve, solid line inFig. 7, which was needed to construct the
error bars inFig. 8.

We now resume the issue of the sulphuric acid content
on the nucleation rate measurements. Koop et al. have mea-
sured critical ice nucleation temperatures of aqueous sulphuric
acid droplets over a wide range of concentrations[38]. An
extrapolation of their results to pure water was in excellent
agreement with Pruppacher’s parameterisation ofJ(T) [10]. In
a more recent paper Koop et al. presented evidence that this
parameterisation can be generalised to include nucleation rates
of aqueous solution droplets with known water activitiesa
[35]. We have used the generalised parameterisation to calcu-
late J(T,a) for water activities of 0.9995, 0.9990, 0.9950, and
0.9900. Short sections of the corresponding functionsJ(T,a) are
shown in the upper left corner ofFig. 8. Note that the water
activity of the droplets studied in this work wasa >0.9999
at freezing onset and did not drop below 0.998 before the
freezing rate became negligible due to the decreasing num-
ber and volumeν(t) of unfrozen droplets. Taking the activity
dependence of the nucleation rate into account resulted in a
very small correction. This confirms our earlier conclusion that
the sulphuric acid content did not affect our nucleation rate
measurements.

5. Comparison with literature data
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upercooled droplets which is obtained from the WELAS m
urements, andγ = (dT/dt)t is the (smoothed) cooling rate tak
rom the lower panel inFig. 2. The factorb and the exponen

are introduced as fitting parameters. The fit starts with
arameterisationJ(T) of Pruppacher[10]. Note that logJ(T) is
pproximately a linear function of the temperature in the ra
overed by our measurements. Variations ofb andc in Eq. (5)
esult in vertical displacements of the straight line and ch
he slope of the line. The parametersb andc were varied until th
xperimental data inFig. 6were reasonably well fitted. The n
erfect fit of Eq.(5) may be due to the inability of the WELA

nstrument to properly count non-spherical ice particles, as
ussed in the experimental part. We have therefore optimise
t parametersb andc in Eq. (5) individually for each measur
-

-
e

We focus on ice nucleation in natural clouds which play
mportant role in deep convective systems and contribut
irrus formation. Freezing of cloud drops occurs in a nar
emperature window, approximately between−35 and−38◦C
8]. Fig. 8 compares our results with other literature data
arameterisations in this range. At significantly lower temp

ures freezing of haze droplets occurs in the atmosphere b
loud droplets can form at water saturation. Nucleation rat
ure water below about−40◦C are therefore mainly of theore

cal interest and will not be discussed here.
Largely different techniques have been used in the pa

easure ice nucleation rates in water drops. Since our
nterest is in atmospheric applications we will first address c
hamber experiments which simulate atmospheric condit
he first experiments in a larger cloud chamber (�m-sized cloud
rops, updrafts of∼2.5 m s−1) were reported by DeMott an
ogers[19]. Their methodology was similar to ours, exc

hat they simulated true adiabatic expansion cooling rates
he help of a temperature programmed perforated cold s
hich enclosed a controlled volume of 1.2 m3. However, thei
easurements of ice particle number densities as functi

emperature required a significant settling time correctio
ontrast to our actively sampling optical particle counter.
esults of DeMott and Rogers are represented by large ope
les in Fig. 8. The authors assigned temperature indepen
rror bars (shown only once inFig. 8) to their nucleation rate

19]. These are in excellent agreement with our data at 23
−36.5◦C) where our results are most reliable, and in reason
greement within the temperature range of our study, alth

he temperature dependences diverge.
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Freezing rate measurements of water drops levitated in a
temperature controlled Paul trap, pioneered by Baumgärtel,
Wöste and coworkers[39], were reported in a series of papers
[18,34–36,39,40]. The most recent results, represented by the
thick dashed line inFig. 8 (thinner dashed lines indicating the
error range), fall about an order of magnitude short of our mea-
surements[36]. An earlier study had yielded somewhat higher
rates[34] (not shown inFig. 8because they practically coincide
with our experiment nos. 1 and 2). The authors also investigated
the effect of droplet charging and found no influence on the
nucleation rate. An important result has already been mentioned
in Section3: Duft and Leisner could show that the nucleation
rate exactly scales with the droplet volume, thereby exclud-
ing a significant contribution of surface nucleation, at least for
diameters larger than 8�m [18]. Their data point, open star in
Fig. 8, agrees with our measurements. It is a significant advan-
tage of the technique that the volume of a levitated droplet can
be accurately determined using Mie theory. Less reliable is the
determination of the droplet temperature which rapidly equili-
brates with the gas temperature. This is only accurately known
when the temperature of the complicated trap body is perfectly
uniform.

Nucleation rates have also been measured successfully using
water-in-oil emulsions. It is a drawback of the technique in the
context of this paper that it does not simulate environmental
conditions. Most importantly, the drops must be stabilised with
a ucle
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be directly comparable with the results of DeMott and Rogers
[19] who performed a similar study. The agreement between
both studies is indeed excellent at 236.6 K where our own mea-
surements are most reliable, and probably theirs as well. Equally
good agreement was found with most of the single levitated
droplet studies which cover a similar temperature range, with
the exception of the most recent study by Stöckel et al.[36]
who report about an order of magnitude lower nucleation rates.
All studies except one[19] yield similar temperature depen-
dences which more or less parallel theT-dependence of the
generalised parameterisation proposed by Koop et al.[35]. We
therefore suggest that the rate data of DeMott and Rogers[19]
and our own data at 236.6 K should be adopted in atmospheric
modelling studies, but combined with the temperature depen-
dence of the generalised parameterisation of Koop et al.[35].
The T-dependence is supported by a large variety of experi-
ments, including our own work and a study of droplet freezing
in emulsions which was particularly suited to determine tem-
perature dependences[37]. To be on the safe side, we extend
the uncertainty ranges quoted inTable 1by including the esti-
mated systematic error of our gas temperature measurements
which introduces an uncertainty by a factor of three, as out-
lined in Section4. This yields the following recommended
values:

• logJ(236.6 K) = 7.5± 0.8;
•
•
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surfactant which can give rise to surface-induced ice n
tion. We have selected the data of Taborek[37] because thes
uthors have carefully assessed this problem: they could

or one particular detergent that the nucleation rate scaledexactly
ith the volume of 6 and 300�m droplets. These data are r

esented by the dotted line in the left-lower corner ofFig. 8. It
emains an open question why they fall more than two or
f magnitude short of most other nucleation rates. Howeve
ata are very accurate in terms of their temperature depend
nd this agrees well with most other studies including our

Nucleation rate expressionsJ(T) have also been compar
ith field measurements. Heymsfield and Miloshevich[26] used
microphysical model to interpret aircraft measuremen

old lenticular wave clouds. They adopted a special par
erisation ofJ(T) which was available at the time, and which
epresented by the dash-dotted line inFig. 8. They found tha
the homogeneous ice nucleation rates from the measure
re consistent with the temperature-dependent rates emp
y the model (within a factor of 102, corresponding to abo
◦C in temperature) in the temperature range−35 to−38◦C”.
he same model was used very recently to interpret air
ata from the CRYSTAL-FACE campaign[8]. However, the
bove-mentioned special parameterisation was replaced
eneralised parameterisationJ(T,a) of Koop et al.[35] which

s represented by the thick line inFig. 8 for pure water drop
a = 1).

. Conclusions

The nucleation rates obtained in this work were meas
nder simulated atmospheric conditions, and should ther
-
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logJ(236.7 K) = 7.25± 0.75;
logJ(236.6 K) = 8.2± 0.75.

The last value is the least reliable, as discusse
ection4.
To resolve the issue of the correct temperature depend

arger numbers and more accurate nucleation rate measure
hould be performed under simulated atmospheric condi
nd over a wider temperature range. Furthermore, the t

ion from cloud droplet to haze particle freezing[35] should
lso be probed, extending and improving our earlier A
hamber measurements of critical ice nucleation tempera
hich were performed with sulphuric acid aerosols well be
35 K [24]. It has also been suggested recently that we
ure nucleation rates for a wider size range of cloud dro
he AIDA chamber, in order to distinguish between surface
olume-induced ice nucleation[41]. This would require large
ariations of the seed particle number densities to exten
easurements to smaller-sized supercooled droplets. Wh

hese issues could be successfully addressed depends ma
nstrumental improvements. An essential development con
orrect and highly time-resolved measurements of ice pa
umber densities,ni, in the presence of supersaturated drop
ore trivial but at least equally important are very accur
recise, and fast measurements of the gas temperature
uctuations.

We consider the successful determination of homogen
ce nucleation rates in simulated supercooled clouds as a p
f-concept, demonstrating the suitability of the AIDA cham
t the Forschungszentrum Karlsruhe to study cloud microp

cal processes quantitatively.
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Mauersberger, W. Haag, B. Kärcher, U. Schurath, Atmos. Chem. Phys.
3 (2003) 211–223.

[25] K. Sassen, G.C. Dodd, J. Atmos. Sci. 45 (1988) 1357–1369.
[26] A.J. Heymsfield, L.M. Miloshevich, J. Atmos. Sci. 50 (1993) 2335–2353.
[27] P.W. Atkins, Physical Chemistry, 5th ed., Oxford University Press,

Oxford, 1994.
[28] J. Marti, K. Mauersberger, Geophys. Res. Lett. 20 (1993) 363–366.
[29] D.M. Murphy, T. Koop, Q. J. R. Meteorol. Soc. 131 (2005) 1539–1565.
[30] R.J. Speedy, J. Phys. Chem. 91 (1987) 3354–3358.
[31] E. Tombari, C. Ferrari, G. Solvetti, Chem. Phys. Lett. 300 (1999)

749–751.
[32] D.G. Archer, R.W. Carter, J. Phys. Chem. B 104 (2000) 8563–8584.
[33] H.R. Pruppacher, J.D. Klett, Microphysics of Clouds and Precipita-

tion, 2nd ed., Kluwer Academic Publishers, Dordrecht, The Netherlands,
1997.
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